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ABSTRACT
Graphs have become the best way we know of representing knowl-

edge. The computing community has investigated and developed

the support for managing graphs by means of digital technology.

Graph databases and knowledge graphs surface as the most success-

ful solutions to this program. This tutorial will provide a conceptual

map of the data management tasks underlying these developments,

paying particular attention to data models and query languages for

graphs.

CCS CONCEPTS
• Information systems → Graph-based database models; •
Computing methodologies→ Knowledge representation and rea-
soning.
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1 INTRODUCTION
What does it mean to query a graph? What does it mean query-

ing graph models? Any answers to these questions should try to

understand the role of graphs as a conceptual tool to model data, in-

formation and knowledge. Graphs have a long tradition as medium

of representation, and an impressive wide range of uses. Let us

recall some highlights related to our area: underlying data struc-

tures (the hierarchical and networks database systems of the sixties

[64]); semantic networks; graph neural networks; entity relation-

ship model; XML; graph databases; the Web as universal network

of information (and later of data and knowledge); and knowledge

graphs. This non-exhaustive list indicates at least that some reflec-

tion is necessary before addressing the goal of this tutorial

Following usual practices, we performed an initial examination

of what is being researched disciplinary in the area of data, graphs

and knowledge. We explored five of the most salient keywords that
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today represent research around this area: “graph database”; “RDF”;

“SPARQL”; “property graph”, “knowledge graph”, by analyzing pa-

pers in computer science (those indexed by DBLP)
1
having these

strings in their titles.
2
Figure 1 shows the evolution of the number

of publications of papers with these keyword in the title from 2010

to 2020.

Figure 1: Number of knowledge graph related publications.
Source: DBLP.

In this preliminary exploration we can observe the following.

The growth of “knowledge graph” papers can be seen starting in

2013, which correlates with the year after the Google’s Knowledge

Graph announcement. The amount of publications about “RDF”

and “SPARQL” continue to be stable. However we observe a decline

when compared to “knowledge graph”. In 2015, 70% of knowledge

graphs papers were about RDF/SPARQL, while that went down to

14% in 2020. Papers about “graph database” are comparatively small

and there is no significant growth, while papers about “property

graph” are negligible. The main takeaway message from this seems

to be that publications about knowledge graphs are significantly

increasing and in some sense “dominate” the area. Thus, when

addressing graphs as a model for data to knowledge, we cannot

ignore the obvious knowledge graph hype.

This poses the question: What are knowledge graphs and what

is their relation to graph databases? In addressing this question we

should be cautions about two extremes: On one hand, as Jeffrey

Ullman wrote, avoid to get “engaged in hand-wringing over the

idea that we [the database discipline] are becoming irrelevant” [66].

On the other hand, try to understand if there is someting really

new under this new hype about knowledge graphs. Our prelimi-

nary hypothesis –one that we will follow here– is that this rather

1
This includes all types of publications indexed by DBLP.

2
Data: https://data.world/juansequeda/dblp-knowledge-graph
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vague notion with no clear borders (see e.g. Appendix A in [39])

encompasses a great variety of methods and practices dealing with

data, information and knowledge, orbiting around the gravitation

center of graph models.

Our intention in this brief overview is to try to convey a rough

cartography of what is means to query in this new scenario, and

instill in the audience some doubts and reflections we have about

the development of our area as a whole. We feel that this reflection

is more important than ever today, when big data, deep learning

and other trends of the beginning of the 21st century have shaken

computing as we know it.

More concretely, the goal of this tutorial is to provide in Section 3

a unified and simple view of the data models behind graph databases

and knowledge graphs, and show some recently established results

on querying such graphs. More specifically, we focus in Section 4

on the fundamental task of extracting knowledge from graphs in

the form of nodes and paths satisfying a pattern, and we study

new paradigms on path extraction, the inclusion of knowledge in

some graph analytic tasks, and the connection of declarative with

procedural frameworks for node extraction.

But before approaching this goal, we considered necessary in

Section 2 to establish a general picture of the area in order to

better organize the conceptual map of the wide diversity of existing

methods and techniques.

2 DATABASES, GRAPHS AND KNOWLEDGE
GRAPHS

Before going to technicalities, wewill present a conceptual overview

of the main notions of the area and how they interplay. Our goal is

to contribute to a necessary discussion of the reasons why graph

have become so prominent in data and knowledge management.

2.1 Graph data and querying
Data is the raw material of our area. Databases originated in the

need to store, keep safe and private, organize and operate in a

efficient, reliable and permanent form, big quantities of data in

computers. From these basic and essential tasks, it was developed

what is probably the most important functionality of databases,

namely querying, that boils down to friendly, expressive, and effi-

cient languages for defining, updating, transforming and extracting

data. That is why query languages play such a relevant role in our

discipline.

One of the landmark advances in the field was the notion of

“data independence” [23]. As computing is essentially about com-

municating humans and machines, or better, human knowledge and

machine operation, for methodological and practical reasons one

should separate the physical level (the one revolving around the

machine and data) from the logical level (revolving around the way

humans model reality and knowledge). Our working hypothesis is

that graphs are an appropriate way of representing, both, data and

knowledge. And this would be the reason why graphs began to be

so prominent in this field of data and knowledge management.

Graphs have a simple data structure consisting of nodes and

edges, which has the nice operational properties of expressing

relations, presenting data in a rather holistic way (neither ordered

nor sequentially), and last but not least, having a flexible structure

that permits growing and shrinking (adding/deleting nodes and

edges) and integration (of different graphs) in a natural way.

Over this nice data structure, floats a similarly nice group of

conceptual ideas. First, entities, represented by nodes; second, con-

nectivity, represented by edges and paths; and third, emergent

(global) properties that the structure produces. Then it comes as no

surprise that languages for querying graphs deal with extracting in-

formation about these three main features (we will discuss them in

detail in Section 4): (i) local properties (nodes and neighborhoods),

where pattern matching and its extensions play a key role, being

usually approached with logical methods; (ii) connectivity, where

paths and more complicated structures need to be extracted, usually

by means of a mixture of regular expressions and logical methods;

and (iii) global properties that need essentially different methods

and approaches than those of (i) and (ii), and which are usually put

under the graph analytics umbrella.

2.2 Some paradigmatic examples
To get a flavor of how these structures and ideas work in practice,

let us briefly review three paradigmatic examples.

The first attempt to represent knowledge in the form of graphs

was the notion of Semantic Network [54, 55, 57]. Although first

purely graphic, researchers formalized it using logical methods.

Graphs (called networks in this field) are used because they are

good objects to represent knowledge. Besides being a bridge to

visualization of knowledge, semantic networks have the feature

(shared with graphs in general) of highlighting and facilitating the

discovery and representation of relationships.

Classical relational databases are flexible enough to represent

a graph, e.g. by a two attribute relation storing its edges. In this

representation, nodes are entries and paths are constructed by suc-

cessive joins. Why then do we need graph databases? There are at
least two reasons: joins are expensive and thus, reasoning about

paths becomes very costly. Furthermore, global properties are no

easy to compute with classical queries based on logical methods.

Hence, it comes as no surprise that people have tried since the early

days of databases to develop graph databases. First at the hardware

level with the hierarchical and network models of the sixties [64];

then at a more logical level in the eighties where we found the

“golden years” of graph databases [7, 11, 63]. However, many rea-

sons, among them the limitations of hardware and software, did

not permit the popularization of these systems [7].

The Web is the first comprehensive system for representing,

integrating and “producing” knowledge at big scale, whose key

idea is taking advantage of the structure and features of the graph

model. The Web was originally thought as a universal network,

that is, nodes and edge were designed to be directly interpreted by

humans. However, due to its scale, soon emerged the need to enrich

the network to allow automation of functionalities. This is the origin

of the semantic Web, where semantics means “understandable by

machines” [18]. The semantic Web contained the two ideas that

were to originate the current notion of knowledge graph: a graph

structure to organize the data; and a system which encodes not only

information (i.e. data to be interpreted directly by humans), but it

is also organized to derive new facts from the current ones, that

is, deals essentially with knowledge. However, the universality of
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(a) A labeled graph (b) A property graph (c) A vector-labeled graph that

represents the property graph in (b)

Figure 2: Three graph data models.

the semantic Web became a problem for private organizations, due

to privacy and property rights concerns. Google overcame this by

developing the notion of knowledge graph as a “finite”, manageable,

controlled and usually private Semantic Web. Nevertheless, the

main concepts, namely, ontologies to integrate knowledge, and the

Web as medium, would become almost standards.

2.3 Knowledge Graphs
The cases of semantic networks, graph databases and the semantic

Web point to systems in which graphs supports the representation,

integration and production of knowledge. This rather fuzzy idea

is what is at the core of the notion of knowledge graph, so it can

be defined as a software object (artifact) that represents (codifies),

integrates and produces knowledge. In order to perform these func-

tionalities, knowledge graphs rely on the model of graphs, so they

encompass many previous developments [26, 35].

Knowledge representation is incorporatedmainly trough standard-

ized languages, metadata and ontologies on one hand, and semantic

networks and other non-formal language representations on the

other. Lately, low-level representations like vector-labeled graphs

were added. Notice that all of them use the flexibility of graphs

for model representation (see Section 3). Integration of knowledge
is achieved essentially via the aforementioned features of graph

extensibility and integration (assuming a good and standardized

representation like an ontology). Thus, a knowledge graph is capa-

ble of integrating knowledge from different sources, by linking or

materializing them in one place, and in widely different formats.

Finally, producing new knowledge is probably the main “added-

value” as opposed to classical repositories of knowledge. Knowledge

graphs have the capabilities of: deducing, e.g. by means of logical

reasoners or neural networks; linking, that is, relating different

pieces of knowledge beforehand isolated; learning, through new

data and learning algorithms; and of course, generating new knowl-

edge by human intervention through refined ways of querying

them (see section 4). This new knowledge is not only user-oriented,

but is utilized in parallel to “complete” and enrich the knowledge

already present. As a clear example of this, we see the rapid devel-

opment of knowledge graph embeddings [19, 21], and its use in the

refinement and completion of knowledge graphs [36, 43, 52, 56].

These features make a knowledge graph a highly multifaceted

software object. One of the best examples of this is Wikipedia. It

is a repository that represents knowledge in the form of a large

graph (implemented via Web link protocols), with the capability of

integrating knowledge from different sources in different formats.

Moreover, Wikipedia has a mechanism to “extract” or “produce”

knowledge. In this case, these are the multiple interfaces, most of

them human interfaces. Wikipedia is a knowledge graph oriented

toward a final human user, that is, it does not (or at least was not

conceived to) feed another software systems. DBpedia [12] and

Wikidata [69] are derived systems oriented to supply this facet.

3 GRAPH DATA MODELS
In this section, we give a simple unifying view of the most popular

graph data models, from the simplest ones used in graph databases

to the models that have emerged to store, integrate and produce

knowledge.

The following are two basic ingredients to define graph data

models. Assume that Const is a set of constants, or strings, that
can be used for different purposes, for example as node identifiers,

edge identifiers, labels, property names or actual values (such as

integers, real values or dates). Moreover, define a multigraph as a

graph where multiple edges can connect two nodes, that is, a tuple

(𝑁, 𝐸, 𝜌) where 𝑁 ⊆ Const is a set of nodes, 𝐸 ⊆ Const is a set of
edges and 𝜌 : 𝐸 → 𝑁 × 𝑁 is a function indicating the starting and

ending node of each edge.

As a first data model, we consider labeled graphs, which are a

popular and simple way to represent semi-structured data. Formally,

a labeled graph is a tuple L = (𝑁, 𝐸, 𝜌, 𝜆) where (𝑁, 𝐸, 𝜌) is a
multigraph and 𝜆 : (𝑁 ∪ 𝐸) → Const is a function indicating

the label of each node and edge. Such graphs have been called

heterogeneous graphs in the literature [39, 65], as opposed to edge-

labeled graphs where labels are only associated to edges [6]. But

here we prefer the simple term labeled graph to indicate that both
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nodes and edges are labeled. An example of such a graph storing

information about people and their contacts is shown in Figure 2(a).

It is worth saying a few words about RDF [24], a class of labeled

graphs that is widely used in practice. A first characteristic that

distinguish RDF graphs is that edges are replaced by triples, and

they are not assigned identifiers. Formally, an RDF graph is a set of

triples (𝑠, 𝑝, 𝑜) such that 𝑠, 𝑝, 𝑜 ∈ Const, so that (𝑠, 𝑝, 𝑜) represents
an edge from 𝑠 to 𝑜 with label 𝑝 . A second important feature of RDF

graphs is that Const is considered as a set of Uniform Resource

Identifiers (URIs [17, 25]), that can be used to identify any resource

used byWeb technologies. In this way, RDF graphs have a universal

interpretation: if 𝑐 ∈ Const is used in two different RDF graphs,

then 𝑐 is considered to represent the same element.

As a second model we consider property graphs, which are

widely used in graph databases [28, 49, 59, 67]. Property graphs are

defined as the extension of labeled graphs where nodes and edges

can have values for some properties. Formally, a property graph

is a tuple P = (𝑁, 𝐸, 𝜌, 𝜆, 𝜎) where (𝑁, 𝐸, 𝜌, 𝜆) is a labeled graph,

and 𝜎 : (𝑁 ∪𝐸) ×Const → Const is a partial function such that if

𝜎 (𝑜, 𝑝) = 𝑣 , then 𝑣 is said to be the value of property 𝑝 for object 𝑜 .

Besides, it is assumed that each node or edge in P has values for

a finite number of properties [5, 6, 49]. In Figure 2(b), we show

an example of a property graph that extends the labeled graph in

Figure 2(a), including as properties the name and age of a person,

the zip code of the address for two people that live together, the

date when someone rides a bus, and the date a contact between

two people occurs.

As a final model, vector-labeled graphs are defined in a way that

unifies the use of labels and properties, and allows to include in

a simple way extra values that are necessary for message-passing

graph algorithms [42], such as the Weisfeiler-Lehman graph iso-

morphism test [33, 34, 70], and when graphs are used as input of

graph neural networks [48, 60]. Formally, a vector-labeled graph of

dimension 𝑑 , with 𝑑 ≥ 1, is a tupleV = (𝑁, 𝐸, 𝜌, 𝜆) where (𝑁, 𝐸, 𝜌)
is a multigraph and 𝜆 : (𝑁 ∪ 𝐸) → Const𝑑 is a function that as-

signs a vector of values to each node and edge in the graph [39],

which is called a vector of features of dimension 𝑑 . Hence, labels

and properties are replaced by vectors of values from Const in
vector-labeled graphs, as shown in Figure 2(c). In this figure, the

string ⊥ is used to represent the fact that a row in a vector does

not have a value.

4 QUERY FUNCTIONALITIES
In this section we will present some recently obtained results on

querying graphs. We will focus on the fundamental task of ex-

tracting knowledge from graphs in the form of nodes and paths

satisfying a pattern, and study new paradigms on path extraction,

the inclusion of knowledge in some graph analytic tasks, and the

connection of declarative with procedural frameworks for node

extraction.

As mentioned before, extracting nodes and paths is a fundamen-

tal task when retrieving knowledge from graphs [6, 28]. Regular

expressions form the core of such an extraction task, so before go-

ing into the details of the results shown in this section, we formalize

the notion of regular expression for the data models presented in

Section 3. More precisely, a regular expression over a labeled graph

L = (𝑁, 𝐸, 𝜌, 𝜆) is given by the following grammar:

test ::= ℓ | (¬test) | (test ∨ test) | (test ∧ test)
𝑟 ::= ?test | test | test− | (𝑟 + 𝑟 ) | (𝑟/𝑟 ) | (𝑟∗), (1)

where ℓ is a node or edge label in L. An answer to 𝑟 over L is a

path whose labels conform to 𝑟 . Formally, such a path is a sequence

𝑝 = 𝑛0𝑒1𝑛1𝑒2 · · · 𝑒𝑖𝑛𝑖 , where 𝑛0, 𝑛1, . . . , 𝑛𝑖 ∈ 𝑁 and 𝑒1, . . . , 𝑒𝑖 ∈
𝐸. Moreover, the starting and ending nodes of 𝑝 are defined as

start(𝑝) = 𝑛0 and end(𝑝) = 𝑛𝑖 , respectively, and the concatena-

tion of 𝑝 with a path 𝑝 ′ = 𝑛𝑖𝑒𝑖+1𝑛𝑖+1𝑒𝑖+2 · · · 𝑒𝑖+𝑗𝑛𝑖+𝑗 is defined
as cat(𝑝, 𝑝 ′) = 𝑛0𝑒1𝑛1𝑒2 · · · 𝑒𝑖𝑛𝑖𝑒𝑖+1𝑛𝑖+1𝑒𝑖+2 · · · 𝑒𝑖+𝑗𝑛𝑖+𝑗 . With this

terminology, the evaluation of 𝑟 over L, denoted by ⟦𝑟⟧L , is re-
cursively defined as follows (omitting the usual interpretation for

Boolean connectives ¬, ∨ and ∧):
⟦?ℓ⟧L = {𝑛 | 𝑛 ∈ 𝑁 ∧ 𝜆(𝑛) = ℓ}
⟦ℓ⟧L = {𝑛0𝑒1𝑛1 | 𝜌 (𝑒1) = (𝑛0, 𝑛1) ∧ 𝜆(𝑒1) = ℓ}

⟦ℓ−⟧L = {𝑛0𝑒1𝑛1 | 𝜌 (𝑒1) = (𝑛1, 𝑛0) ∧ 𝜆(𝑒1) = ℓ}
⟦𝑟1 + 𝑟2⟧L = ⟦𝑟1⟧L ∪ ⟦𝑟2⟧L
⟦𝑟1/𝑟2⟧L = {cat(𝑝1, 𝑝2) | 𝑝1 ∈ ⟦𝑟1⟧L ∧ 𝑝2 ∈ ⟦𝑟2⟧L ∧

end(𝑝1) = start(𝑝2)}
⟦𝑟∗⟧L = 𝑁 ∪ ⟦𝑟⟧L ∪ ⟦𝑟/𝑟⟧L ∪ ⟦𝑟/𝑟/𝑟⟧L ∪ · · ·

Notice that ?ℓ is used to test the label of a node, ℓ is used to follow

an edge with label ℓ , and ℓ− is used to follow the opposite direction

of an edge with label ℓ . Besides, as an example of a test with Boolean

connectives, observe that ⟦(¬ℓ1 ∧ ¬ℓ2)−⟧L = {𝑛0𝑒1𝑛1 | 𝜌 (𝑒1) =

(𝑛1, 𝑛0) ∧ 𝜆(𝑒1) ≠ ℓ1 ∧ 𝜆(𝑒1) ≠ ℓ2}. Hence, if L is the labeled graph

in Figure 2(a), then

⟦?person/contact/?infected⟧L = {𝑛1𝑒4𝑛5}, (2)

⟦?person/rides/?bus/rides-/?person⟧L = {𝑛1𝑒2𝑛3𝑒3𝑛4,
𝑛4𝑒3𝑛3𝑒2𝑛1}.

As property graphs are an extension of labeled graphs, the grammar

in (1) can be easily expanded to consider property values:

test ::= ℓ | (𝑝 = 𝑣) | (¬test) | (test ∨ test) | (test ∧ test) .
In particular, (𝑝 = 𝑣) is used to verify whether the value of property
𝑝 is 𝑣 , with 𝑝, 𝑣 ∈ Const. Formally, the evaluation of a regular

expression 𝑟 over a property graph P = (𝑁, 𝐸, 𝜌, 𝜆, 𝜎), denoted by

⟦𝑟⟧P , is defined as for the case of labeled graphs but with three

additional cases:

⟦?(𝑝 = 𝑣)⟧P = {𝑛 | 𝑛 ∈ 𝑁 ∧ 𝜎 (𝑛, 𝑝) = 𝑣}
⟦(𝑝 = 𝑣)⟧P = {𝑛0𝑒1𝑛1 | 𝜌 (𝑒1) = (𝑛0, 𝑛1) ∧ 𝜎 (𝑒1, 𝑝) = 𝑣}

⟦(𝑝 = 𝑣)−⟧P = {𝑛0𝑒1𝑛1 | 𝜌 (𝑒1) = (𝑛1, 𝑛0) ∧ 𝜎 (𝑒1, 𝑝) = 𝑣}.
For example, we can extend regular expression (2) to indicate that

the date of the contact between a person and an infected person is

March 4th 2021:

?person/(contact ∧ (date = 3/4/21))/?infected (3)

Regular expressions for vector-labeled graphs are defined exactly in

the same way. IfV = (𝑁, 𝐸, 𝜌, 𝜆) is a vector-labeled graph of dimen-

sion 𝑑 , then a regular expression overV is defined by modifying

grammar (1) to consider the following tests:

test ::= (𝑓𝑖 = 𝑣) | (¬test) | (test ∨ test) | (test ∧ test),
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where 𝑖 ∈ {1, . . . , 𝑑} and 𝑣 ∈ Const. In particular, (𝑓𝑖 = 𝑣) is used
to verify whether the value of the 𝑖-th feature is 𝑣 , which is formally

defined as follows:

⟦?(𝑓𝑖 = 𝑣)⟧V = {𝑛 | 𝑛 ∈ 𝑁 ∧ 𝜆(𝑛)𝑖 = 𝑣}
⟦(𝑓𝑖 = 𝑣)⟧V = {𝑛0𝑒1𝑛1 | 𝜌 (𝑒1) = (𝑛0, 𝑛1) ∧ 𝜆(𝑒1)𝑖 = 𝑣}

⟦(𝑓𝑖 = 𝑣)−⟧V = {𝑛0𝑒1𝑛1 | 𝜌 (𝑒1) = (𝑛1, 𝑛0) ∧ 𝜆(𝑒1)𝑖 = 𝑣},
where 𝜆(𝑛)𝑖 refers to the 𝑖-th feature of 𝑑-dimensional vector 𝜆(𝑛),
and likewise for 𝜆(𝑒1)𝑖 . Thus, for example, regular expression (3) can

be rewritten as follows over the vector-labeled graph in Figure 2(c):

?(f1 = person)/(f1 = contact ∧ f5 = 3/4/21)/?(f1 = infected).

4.1 Path extraction: enumeration, uniform
generating and approximate counting

Computing the complete set of answers to a graph query can be

prohibitively expensive [8, 44]. As a way to overcome this limitation,

the idea of enumerating the answers to a query with a small delay

has recently attracted much attention [46, 62]. More specifically,

the computation of the answers is divided into a preprocessing

phase, where a data structure is built to accelerate the process of

computing answers, and then in an enumeration phase, the answers

are produced with a polynomial-time delay between them.

Unfortunately, because of the data structures used in the pre-

processing phase, these enumeration algorithms usually return

answers that are similar to each other [14, 27, 62]. In this respect,

the possibility of generating an answer uniformly, at random, is

a desirable condition to improve the variety, if it can be done effi-

ciently [1, 2, 13, 37]. However, how can we know how complete is

the set of answers calculated by such algorithms? A third tool that is

needed then is an efficient algorithm for computing, or estimating,

the number of solutions to a query.

In the following we will present some recent results on efficient

enumeration, uniform generation and approximate counting of

paths conforming to a regular expression [9, 10]. We will give an

overview of two of these results for labeled graphs, but the reader

must keep in mind that they can be readily adapted to property and

vector-labeled graphs.

The length of a path 𝑝 = 𝑛0𝑒1𝑛1𝑒2 · · · 𝑒𝑘𝑛𝑘 , denoted by |𝑝 |, is
defined as 𝑘 . The problem Count has as input a labeled graph L,

a regular expression 𝑟 over L and a number 𝑘 (given in unary as a

string 0
𝑘
), and the task is to compute the number of paths 𝑝 ∈ ⟦𝑟⟧L

with |𝑝 | = 𝑘 , which is denoted by Count(𝐺, 𝑟, 𝑘). The problem

Count is known to be intractable; in fact, it is SPanl-complete [4],

which implies that if Count can be solved in polynomial time, then

P = NP [4]. However, in this tutorial we will show that Count can

be efficiently approximated [9]. More precisely, we will present a

randomized algorithmA that receives as input L, 𝑟 , 𝑘 and an error

𝜀 ∈ (0, 1), and computes a value A(𝐺, 𝑟, 𝑘, 𝜀) such that:

Pr

( ����Count(𝐺, 𝑟, 𝑘) − A(𝐺, 𝑟, 𝑘, 𝜀)
Count(𝐺, 𝑟, 𝑘)

���� ≤ 𝜀

)
≥ 1 −

(
1

2

)
100

,

that is, with a very high probability the algorithm returns a value

whose relative error is at most 𝜀. Moreover, the algorithm works in

polynomial time in the size of L, 𝑟 , and the values 𝑘 , 1/𝜀.
The problem Gen has the same input L, 𝑟 , 𝑘 as Count, but

the task is to generate uniformly, at random, a path 𝑝 ∈ ⟦𝑟⟧L

with |𝑝 | = 𝑘 . In this tutorial, we will show that this problem can be

solved efficiently [10]. More precisely, we will present a randomized

algorithm B that is divided into a preprocessing and a generation

phase. In the preprocessing phase, the algorithm construct with

a very high probability a data structure, which can be repeatedly

used in the generation phase to produce paths 𝑝 ∈ ⟦𝑟⟧L of length

𝑘 with uniform distribution.

4.2 Graph analytics: including knowledge
Graph analytic makes reference to a series of techniques to analyze

the structure and content of a graph as a whole. Typical applications

include clustering [61], computation of connected components and

the diameter of a graph, computation of shortest paths between

pairs of nodes, calculation of centrality measures [51], such as

betweenness centrality [29] and PageRank [20], and community

detection, such as finding the subgraph of a graph with the largest

density [30, 45], to identify groups with a rich interaction in a

network [41] or groups with suspicious behaviour [40, 53].

How should knowledge be included in such techniques? We

focus here on the task of computing centrality. Given a labeled

graph L = (𝑁, 𝐸, 𝜌, 𝜆) and nodes 𝑎, 𝑏, 𝑥 ∈ 𝑁 , let 𝑆𝑎,𝑏 be the set of

shortest paths from 𝑎 to 𝑏 in L, and 𝑆𝑎,𝑏 (𝑥) be the set of paths in
𝑆𝑎,𝑏 including node 𝑥 . Then the betweenness centrality of a node 𝑥

of L is defined as [29]:

bc(𝑥) =
∑

𝑎,𝑏∈𝑁 :𝑎≠𝑥∧𝑏≠𝑥

|𝑆𝑎,𝑏 (𝑥) |
|𝑆𝑎,𝑏 |

This definition does not use the labels in L, which may be a prob-

lem if not all the shortest paths passing through a node need to

be considered to measure its centrality. Of course, not including

some nodes and edges in the computation can be a solution to

this problem. But, unfortunately, in many cases this is not enough

as the pattern defining the paths to be taken into account can be

more complicated. As an example, consider the labeled graph in

Figure 2(a), and assume that we want to measure the centrality of

bus 𝑛3 as a transportation service with respect to other buses. In

this case, we should only consider the shortest paths confirming

to the regular expression 𝑟 = ?person/rides/?bus/rides-/?person.

That is, we must consider the paths where the bus is used as a

transportation service for people, and not, for example, the paths

with information about the company that owns it. In fact, if 𝑆𝑎,𝑏,𝑟
is the set of shortest paths from 𝑎 to 𝑏 conforming to the regular

expression 𝑟 , and 𝑆𝑎,𝑏,𝑟 (𝑛3) is the set of paths in 𝑆𝑎,𝑏,𝑟 including

node 𝑛3, then the centrality of 𝑛3 can be redefined as follows:

bc𝑟 (𝑛3) =
∑

𝑎,𝑏∈𝑁 :𝑎≠𝑛3∧𝑏≠𝑛3

|𝑆𝑎,𝑏,𝑟 (𝑥) |
|𝑆𝑎,𝑏,𝑟 |

This definition can be generalized to any regular expression 𝑟 . For

example, the regular expression 𝑟1 = ?infected/rides/?bus/rides-/

(?person/(lives + contact))*/?person can be used in conjunction

with betweenness centrality to measure the important of a bus in

the propagation of an infection. In fact, 𝑟1 is used to find pairs (𝑎, 𝑏)
of people such that 𝑎 is infected and shared a bus with a person 𝑐 ,

and 𝑏 is connected to 𝑐 through a path of arbitrary length of people

that lives together or have been in contact with each other.

Tutorial Track Paper  SIGMOD ’21, June 20–25, 2021, Virtual Event, China

2825



Betweenness centrality can be computed efficiently, as there

exists an efficiently algorithm for the following problem: given a

labeled graph L, a pair of nodes 𝑎, 𝑏 in L and a length 𝑘 , count the

number of paths of length𝑘 from𝑎 to𝑏 inL. However, asmentioned

in Section 4.1, the situation is different if regular expressions are

considered as the previous problem is intractable [4]. How can

we overcome this limitation? In this tutorial, we show how the

tools presented in Section 4.1 can be used to provide an efficient

randomized approximation algorithm for bc𝑟 (·).
We conclude by pointing out that it is a challenging question how

knowledge should be considered in centrality measures. In a recent

article [58], the authors provide a natural and general framework

to specify centrality measures, where betweenness centrality can

be defined, but still without taking labels into consideration.

4.3 Node extraction: declarative versus
procedural frameworks

The task of matching a pattern against a graph is fundamental

when extracting knowledge. We have considered this problem for

regular expressions, but such patterns can be specified in other

frameworks, ranging from logic-based declarative languages [15,

38] to more procedural frameworks such as graph neural networks

[48, 60]. The goal of this part of the tutorial is to show a recently

established tight connection between these apparently different

frameworks [16, 50, 71], which has interesting corollaries in terms

of the use of declarative formalisms to specify patterns, versus the

use of procedural formalisms to efficiently evaluate them.

Let 𝑟 = ?person/rides/?bus/rides-/?infected. How should this

regular expression be evaluated over the labeled graph L in Fig-

ure 2(a)? To think about this problem, let us focus on the task of

retrieving the nodes 𝑎 that can reach a node 𝑏 by following a path

conforming to 𝑟 , that is, a path 𝑝 ∈ ⟦𝑟⟧L such that start(𝑝) = 𝑎

and end(𝑝) = 𝑏. Pattern 𝑟 is then used to retrieve the list of people

who are possibly infected because they shared a bus with infected

people. This regular expression can be specified in first-order logic:

𝜑 (𝑥) = person(𝑥) ∧ ∃𝑦∃𝑧 (rides(𝑥,𝑦) ∧ bus(𝑦) ∧
rides(𝑧,𝑦) ∧ infected(𝑧)),

considering node labels as unary predicates and edge labels as

binary predicates. This expression can be evaluated efficiently if

the number of variables in it is bounded by a fixed constant [68].

Moreover, only unary and binary predicates are used in it, and

they are placed in a sequence in which values of variables can be

forgotten, allowing them to be reused. Indeed, the following first-

order logic formula that uses two variables is equivalent to 𝜑 (𝑥):

𝜓 (𝑥) = person(𝑥) ∧ ∃𝑦 (rides(𝑥,𝑦) ∧ bus(𝑦) ∧
∃𝑥 (rides(𝑥,𝑦) ∧ infected(𝑥))) .

Thus, regular expression 𝑟 can be evaluated efficiently by noticing

that the result of any join in 𝑟 is always a binary table, so no auxiliary

relations with an arbitrary number of columns need to be stored.

This idea has been successfully used in a variety of scenarios [3, 31,

32, 47, 68], and we are convinced that it should be kept in mind, not

only as it provides an efficient way to evaluate regular expressions,

but also as it allows to establish a tight connection with the more

procedural and popular formalism of graph neural networks.

A graph neural network G receives as input a vector-labeled

graph V = (𝑁, 𝐸, 𝜌, 𝜆), generates from it a vector-labeled graph

V ′ = (𝑁, 𝐸, 𝜌, 𝜆′), and then uses a classification function that

returns either true or false for each 𝑛 ∈ 𝑁 based on 𝜆′(𝑛). In this

way, G is a classifier [48, 60]. But also G can be considered as a

unary query [16] that is true for a node 𝑛 of a vector-labeled graph

V if and only if the output ofG is true for𝑛. Hence, it is fundamental

to understand the expressiveness of graph neural networks as a

query language, in particular because they can act as an efficient

procedural counterpart of more declarative query formalisms. And

here again the use of a logic with a fixed number of variables plays

a key role: it is proved in [22] that the Weisfeiler-Lehman test

for graph isomorphism [70] has the same expressive power as an

extension of first-order logic with counting and with a fixed number

of variables, it is proved in [50, 71] that the Weisfeiler-Lehman test

can be used to characterize the expressiveness of graph neural

networks, and these ingredients are combined in [16] to provide a

characterization of graph neural networks in terms of a logic with a

fixed number of variables. Interestingly, the Weisfeiler-Lehman test

is a message-passing graph algorithm [42], which is an algorithmic

model intimately related with graph neural networks.

5 TAKEAWAY MESSAGES
The richness of the manifold technical developments in the area,

part of which we reviewed, deserves to be encompassed in a concep-

tual map. Graphs have become ubiquitous in data and knowledge

management. We argued that one of the main drivers of this bloom-

ing is the dual character of graphs: on one hand, being a simple,

flexible and extensible data structure; and on the other, being one

of the most deep-rooted form of representing human knowledge.

Graphs (as representation) unveil social aspects that are rela-

tively far from being the main concerns of our area. Traditionally,

we divided our labor between designers, organizing the conceptual

boxes (through schemata and metadata) that contain data; and we,

data people, dealing with preserving and transforming such data.

Knowledge graphs mixed both worlds making difficult to trace a

clear frontier between them.

Today we witness highly efficient techniques, particularly from

the area of statistics, that are coping our area. They have to do with

the massive and automated collection of new type of data, thus un-

structured and uncertain. We have been using them mainly as tools,

but large graphs force to incorporating them harmonically into

our discipline. Much of this has to do with the classic counterpoint

between logic and statistics, but it goes much deeper.

Finally, we are convinced that we should re-think the very notion

of “querying” in graphs.We try to organize current research in three

big areas, namely entities/nodes, relationships/connectivity, and

emergent/global properties. But orthogonal to this is the extension

of classical queries as languages for transforming data into data

plus a final interpretation, into a loop with a continuous process

of interaction between humans and data. Probably the allure of

graphs today has to do with this loop.
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