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#### Abstract

We study the definability problem for first-order logic, denoted by FO-Def. The input of FO-Def is a relational database instance $I$ and a relation $R$; the question to answer is whether there exists a first-order query $Q$ (or, equivalently, a relational algebra expression $Q$ ) such that $Q$ evaluated on $I$ gives $R$ as an answer.

Although the study of FO-Def dates back to 1978, when the decidability of this problem was shown, the exact complexity of FO-DEF remains as a fundamental open problem. In this article, we provide a polynomial-time algorithm for solving FO-DeF that uses calls to a graph-isomorphism subroutine (or oracle). As a consequence, the first-order definability problem is found to be complete for the class GI of all problems that are polynomial-time Turing reducible to the graph isomorphism problem, thus closing the open question about the exact complexity of this problem. The technique used is also applied to a generalized version of the problem that accepts a finite set of relation pairs, and whose exact complexity was also open; this version is also found to be GI-complete.
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## 1. INTRODUCTION

In a typical relational database querying scenario, a database instance $I$ and a query $Q$ are given and the objective is to answer the query, that is, calculate the answer relation $R$ that $Q$ produces for $I$. There are many real-world situations, though, in which the database $I$ and answer relation $R$ are known and it is the query that is unknown. For example, it is common for the results of a query to be published without the precise query being made available, requiring reverse engineering [Tran et al. 2009; Zhang et al. 2013]. In other cases, users of a database system may have difficulties formulating a query, in which case it is desirable to have the ability to infer or learn the query by having the user specify tuples that they want included in the result (i.e., positive examples), tuples that they want excluded from the result (i.e., negative examples), or a combination of both. Query learning has been studied in relational databases [Abouzied et al. 2013; Bonifati et al. 2014a] as well as in other data models such as

[^0]XML [Staworko and Wieczorek 2012; Cohen and Weiss 2013; Staworko and Wieczorek 2015], graph databases [Bonifati et al. 2015], and big data [Bonifati et al. 2014b]. This situation also arises in data-integration scenarios, in which example source and target instances are used to derive data-mapping queries between source and target [Bilke and Naumann 2005; Gottlob and Senellart 2010; Qian et al. 2012; ten Cate et al. 2013]. Finally, a user may need to check whether a relation $R$ is redundant in a database instance $I$, in the sense that there exists a query $Q$ that produces $R$ when evaluated over the other relations in $I$, implying that the information in $R$ can be deduced from the other relations in the instance $I$ [Ferrarotti et al. 2009].
A common ground for the different query-discovery scenarios presented is the definability problem for a query language $\mathcal{Q}$. This decision problem takes as input an appropriate database instance $I$ and answer $R$, and asks whether there exists a query $Q \in \mathcal{Q}$ such that $Q$ evaluated on $I$ results in $R$. Here, the semantics of the query language $\mathcal{Q}$ determines what appropriate database instances and answer sets are. In the case of first-order logic (without constants and without a linear order on the domain) we denote the definability problem FO-Def; the input is a relational database instance $I$ and an answer relation $R$. The definability problem has been studied for relational databases and first-order logic (or, equivalently, relational algebra), as well as for other data models and query languages. In particular, this problem has been studied for nested relational databases and nested relational algebra [Gucht 1987; Gyssens et al. 1989], for XML and XPath [Gyssens et al. 2006; Fletcher et al. 2015], and for graph databases and conjunctive regular path queries [Antonopoulos et al. 2013].

The study of the computational complexity of FO-Def dates back to 1978 [Paredaens 1978; Bancilhon 1978], when a semantic characterization of the problem, based on automorphisms, placed FO-Def in coNP (see Section 3 and Van den Bussche [2001] for more details). Although this provided a complexity upper bound for the problem, an exact complexity result has not been found since then [Fletcher et al. 2009; ten Cate and Dalmau 2015]. In particular, the problem was never found to be coNP-hard. Despite the open question for the first-order logic case, the corresponding definability problem for conjunctive queries was determined to be coNEXPTIME-complete [Willard 2010]. Here, the complexity upper bound (i.e., the inclusion in coNEXPTIME) stems from an analogous semantic characterization of the CQ definability problem in terms of polymorphisms [Jeavons et al. 1999]. In a different direction, a natural generalization of FO-Def, dubbed BP-Pairs [Fletcher et al. 2009], accepts a finite set of relation pairs $\left\{\left(S_{1}, R_{1}\right), \ldots,\left(S_{n}, R_{n}\right)\right\}$ and asks whether there exists a first-order query $Q$ such that $Q\left(S_{i}\right)=R_{i}$ for all $i \in[1, n]$. By means of an analogous semantic characterization, the authors found BP-PAIRS to be included in coNP.

In this article, we provide a novel polynomial-time algorithm for the first-order logic definability problem, which uses calls to a graph-isomorphism subroutine (oracle). As a consequence of the existence of this algorithm, FO-DEF is found to be included in the complexity class GI (defined as the set of all languages that are polynomial-time Turing reducible to the graph isomorphism problem). Moreover, we also show that FO-Def is GI-hard, which allows us to conclude that FO-Def is GI-complete. This allows us to close the open question regarding the exact complexity of FO-DEF. This result also has consequences in practical applications, as implementations for the definability problem may now take advantage of algorithmic optimizations for the graph isomorphism problem [Piperno 2008; McKay and Piperno 2014; Babai 2015]. For example, for several restricted classes of graphs, it is possible to solve the isomorphism problem in polynomial time [Grohe 2012]; this performance will be inherited by definability problem algorithms that use the characterization presented in this article. Finally, we find that the technique used is also applicable to the BP-Parrs problem and show that it is also included in GI, solving a problem left open in Fletcher et al. [2009].

## 2. PRELIMINARIES

Let U be an infinite countable universe. A relational schema $\mathbf{R}=\left\{R_{1}, \ldots, R_{m}\right\}$ is a set of relation names, each with an associated arity, denoted by $\operatorname{arity}\left(R_{i}\right)$. Given a relational schema, a relational instance I over $\mathbf{R}$ is a set of relations $\left\{R_{1}^{I}, \ldots, R_{m}^{I}\right\}$, with each $R_{i}^{I}$ a finite subset of $U^{\operatorname{arity}\left(R_{i}\right)}$. The active domain of $I$, denoted by $\operatorname{adom}(I)$, is the set of elements of $U$ that appear in some relation of $I$ (we define the active domain of a relation analogously).

We assume familiarity with the syntax and semantics of first-order logic [Abiteboul et al. 1995; Enderton 1972]. Let $\mathbf{R}$ be a relational schema and $I$ an instance over R. A $k$-ary FO-query $Q$ over $\mathbf{R}$ is given by an FO-formula $\varphi(\bar{x})$, where $\bar{x}=\left(x_{1}, \ldots, x_{k}\right)$ is the tuple of free variables of $\varphi$. Moreover, the evaluation of $Q$ over $I$, denoted by $Q(I)$, is defined as the set of tuples $\bar{\alpha}$ such that $\varphi(\bar{\alpha})$ holds in $I$.

Example 2.1. Consider the relational schema $\mathbf{R}=\{$ Person, Knows $\}$ with arities 1 and 2, respectively. Also, consider the relational instance $I=\left\{\right.$ Person $^{I}$, Knows $\left.^{I}\right\}$ defined as follows:

| Person $^{I}$ |  | Knows $^{I}$ |  |
| :--- | :--- | :--- | :--- |
|  |  | Ada | John |
| John |  | John | Ada |
| Dana |  | Dana | Peter |
| Peter |  |  |  |

Then, a query $Q_{1}$ given by FO-formula $\operatorname{Person}(x)$ returns the list of persons in $I$, while a query $Q_{2}$ given by FO-formula $\exists y(\operatorname{Person}(x) \wedge \operatorname{Knows}(x, y) \wedge x \neq y)$ returns the list of persons in $I$ that know someone else.
Given instances $I_{1}, I_{2}$ over a relational schema $\mathbf{R}$, a function $f: U \rightarrow \mathrm{U}$ is an isomorphism from $I_{1}$ to $I_{2}$ if and only if (i) $f$ is a bijection and (ii) for every $R \in \mathbf{R}$ such that $\operatorname{arity}(R)=n$, and for every $t \in \mathrm{U}^{n}$, it is the case that $t \in R^{I_{1}}$ if and only if $f(t) \in R^{I_{2}}$, where $f(t)$ is defined as $\left(f\left(a_{1}\right), \ldots, f\left(a_{n}\right)\right)$ if $t=\left(a_{1}, \ldots, a_{n}\right)$. Given an instance $I$ over a relational schema $\mathbf{R}$, a function $f: \mathrm{U} \rightarrow \mathrm{U}$ is an automorphism of $I$ if $f$ is an isomorphism from $I$ to $I$. The notions of isomorphism and automorphism for a relation are defined analogously. In what follows, we use $\operatorname{Aut}(I), \operatorname{Aut}(R)$ to denote the set of automorphisms for an instance $I$ and a relation $R$, respectively.

Given a tuple $t=\left(a_{1}, \ldots, a_{n}\right)$, define the $i^{\text {th }}$ prefix of $t$ in the following way:

$$
\pi_{\leq i}(t)= \begin{cases}\left(a_{1}, \ldots, a_{i}\right) & \text { if } 1 \leq i \leq n, \\ () & \text { otherwise } .\end{cases}
$$

In order to extract only one column, we use the notation $\pi_{i}(t)=a_{i}$. We also allow an overloaded version of the operator, where $R$ is a relation of arity $n$ :

$$
\pi_{\leq i}(R)=\left\{\pi_{\leq i}(t) \mid t \in R\right\} .
$$

In other words, $\pi_{\leq i}(R)$ is the image of every tuple $t \in R$ under $\pi_{\leq i}$.
The Graph Isomorphism Problem and the Complexity Class GI. The graph isomorphism problem is defined as Graph-Iso $=\left\{\left(G_{1}, G_{2}\right) \mid G_{1}\right.$ and $G_{2}$ are isomorphic graphs $\}$ [Arora and Barak 2009; Köbler et al. 1993]. A major open problem in computational complexity is to determine the exact complexity of this problem, in particular, whether it can be solved in polynomial time, it is NP-complete, or it is NP-intermediate [Köbler et al. 1993].
The problem Graph-Iso gives rise to the complexity class GI $=\left\{L \mid L \leq_{T}^{p}\right.$ Graph-Iso $\}$, where $L_{1} \leq_{T}^{p} L_{2}$ indicates that there is a polynomial-time Turing reduction from the decision problem $L_{1}$ to the decision problem $L_{2}$. In other words, GI is the class of all
problems $L$ that can be solved in polynomial time by an algorithm that uses an oracle (or subroutine) for the graph isomorphism problem [Aaronson et al. 2005]. Furthermore, a decision problem $L$ is said to be GI-hard if and only if $L^{\prime} \leq_{T}^{p} L$ for every problem $L^{\prime} \in \mathbf{G I}$. Note that this is a relaxation with respect to the traditional definition of hardness for NP, as only a Turing reduction is required (as opposed to a polynomial-time many-toone reduction for the standard notion of hardness). Examples of GI-complete problems that will be used in this article are the relational instance isomorphism problem, Rel-Iso $=\left\{\left(I_{1}, I_{2}\right) \mid I_{1}\right.$ and $I_{2}$ are isomorphic relational instances \} [Zemlyachenko et al. 1985], and the automorphism with one antifixed point problem, Aur-1-AFP $=\{(G, v) \mid$ $G=(V, E)$ is a graph with $v \in V$ such that there exists an automorphism $f$ of $G$ for which $f(v) \neq v\}$ [Lubiw 1981]. It is important to note that, although Graph-Iso $\in$ $\mathbf{N P}$, the class GI is not known to be a subset of NP, since GI is defined in terms of polynomial-time Turing reductions and NP is not known to be closed under such reductions ( $\mathbf{N P}$ is known to be closed under polynomial-time many-to-one reductions).

Finally, given a decision problem $L$, we denote the complement of $L$ as $\bar{L}$.

## 3. THE DEFINABILITY PROBLEM FOR FIRST-ORDER LOGIC

The first-order logic definability problem is defined as FO-Def $=\{(I, R) \mid I$ is a relational instance, $R$ is a relation, and there is a first-order query $Q$ such that $Q(I)=R\}$. Note that both the schema $\mathbf{R}$ of $I$ and the arity $n$ of $R$ are not fixed but can be deduced from $I$ and $R$, respectively, and that the query does not mention any constants. This problem was studied in Paredaens [1978] and Bancilhon [1978], where it was determined that given a relational instance $I$ and a relation $R,(I, R) \in$ FO-Def (that is, $R$ is definable from $I$ by a first-order query) if and only if (i) $\operatorname{adom}(R) \subseteq \operatorname{adom}(I)$ and (ii) $\operatorname{Aut}(I) \subseteq \operatorname{Aut}(R)$. The intuition behind this semantic characterization is as follows. Assume that $Q(I)=R$, where $Q$ is an FO-query. Then, $R$ cannot mention a value that does not occur in $I$, as first-order logic cannot invent new values. Thus, it should be the case that $\operatorname{adom}(R) \subseteq \operatorname{adom}(I)$. Moreover, assume that $a$ and $b$ are values occurring in $I$ and $h$ is an automorphism of $I$ such that $h(a)=b$. We know that if we replace in $I$ every value $c$ by $h(c)$, then we obtain the same instance $I$. Hence, $a$ and $b$ are indistinguishable in $I$. In particular, these two values cannot be differentiated by $Q$, as $Q$ is defined by an FO-formula whose vocabulary is $\mathbf{R}$ and, thus, by an FO-formula that does not mention any constant. Hence, given that $R=Q(I)$, if any of $a$ or $b$ occurs in $R$, then the other value has to occur in $R$, and, more generally, $a$ and $b$ have to be indistinguishable in $R$. Formally, $h$ has to be an automorphism of; therefore, every automorphism of $I$ has to be an automorphism of $R$ (i.e., $\operatorname{Aut}(I) \subseteq \operatorname{Aut}(R)$ ).

Example 3.1. Let $\mathbf{R}$ and $I$ be the relational schema and instance shown in Example 2.1, respectively, and assume that $R$ and $S$ are the following relations:

\[

\]

In this case, the pair $(I, S) \in$ FO-Def, that is, it is possible to find a first-order query $Q$ such that $Q(I)=S$. In fact, in this case, $Q$ is given by FO-formula (Knows $(x, y) \wedge$ $\operatorname{Knows}(y, x)$ ). On the other hand, the relation $R$ is not definable from $I$ by a first-order query. To see why this is the case, note that Ada and John are interchangeable in $I$, so that if $R$ can be obtained as the result of evaluating an FO-query over $I$, then Ada has to occur in $R$ as John occurs in $R$. We can formalize this intuition and prove that ( $I, R$ ) $\notin$ FO-Def by using the semantic characterization of the definability problem in terms of automorphisms. More precisely, consider the function $h: U \rightarrow U$ such that $h(\mathrm{Ada})=\mathrm{John}, h(\mathrm{John})=$ Ada, and for any other element $u \in \mathrm{U}, h(u)=u$. The function
$h$ thus defined is an automorphism of $I$. However, $h$ is not an automorphism of $R$, as $h(\mathrm{John}) \notin R$, from which we conclude that $(I, R) \notin$ FO-Def.

## 4. THE EXACT COMPLEXITY OF FO-Def

From the characterization of FO-Def in the previous section, it is clear that FO-Def $\in$ coNP, as an automorphism of $I$ that is not an automorphism of $R$, provides a (polynomially sized) witness to the fact that ( $I, R) \notin$ FO-Def. Although this provides an upper bound for the complexity of this problem, the exact complexity of FO-DEF is an open problem; in particular, the problem is not known to be coNP-hard. The following is the main result of this article, in which we close this problem:

## Theorem 4.1. FO-Def is GI-complete.

This result allows us to revisit the status of the FO-Def problem with respect to $\mathbf{P}$ and NP. As a first corollary of Theorem 4.1, we can now say that if Graph-Iso $\in \mathbf{P}$, then it will also be the case that FO-Def $\in \mathbf{P}$. As second corollary of Theorem 4.1, we obtain strong evidence against the coNP-hardness of FO-Def. Recall that if $\mathcal{C}$ is a complexity class, then $\mathbf{N P}^{\mathcal{C}}$ is the class of decision problems that can be solved in polynomial time by a nondeterministic Turing machine with an oracle for a decision problem $L \in \mathcal{C}$. Moreover, recall that the second level of the polynomial hierarchy [Stockmeyer 1976] consists of the complexity classes $\Sigma_{2}^{p}=\mathbf{N} \mathbf{P}^{\mathbf{N P}}$ and $\Pi_{2}^{p}=\boldsymbol{\operatorname { c o }} \Sigma_{2}^{p}=\left\{\bar{L} \mid L \in \Sigma_{2}^{p}\right\}$, which are widely believed to be different. From Theorem 4.1, we have the following.

Corollary 4.2. If FO-Def is coNP-complete, then $\Sigma_{2}^{p}=\Pi_{2}^{p}$.
To understand this corollary, we need to consider the second level of the low hierarchy of NP [Schöning 1983; Hemaspaandra 1993]. Let Low ${ }_{2}$ be the class of decision languages $L \in \mathbf{N P}$ such that

$$
\mathbf{N P}^{\left(\mathbf{N P}^{L}\right)}=\mathbf{N P}^{\mathbf{N P}}
$$

that is, the class of languages $L \in \mathbf{N P}$ such that the computational power of the second level of the polynomial hierarchy is not augmented if $L$ is available as an oracle. It is known that Graph-Iso $\in \mathbf{L o w}_{2}$ [Schöning 1988], and that if a language in $\mathbf{L o w}_{2}$ is NP-complete (under the usual notion of polynomial-time many-to-one reduction), then $\Sigma_{2}^{p}=\Pi_{2}^{p}$ [Schöning 1983]. From Theorem 4.1 and the fact that Graph-Iso $\in \mathbf{N P}$, we have that $\overline{\text { FO-DEF }} \in \mathbf{N P} \cap \mathbf{G I}$, from which we conclude that $\overline{\text { FO-DEF }} \in \mathbf{L o w}_{2}$. Hence, if $\overline{\text { FO-DeF }}$ is NP-complete, then $\Sigma_{2}^{p}=\Pi_{2}^{p}$, from which Corollary 4.2 follows.

As a final comment, it is important to mention that Theorem 4.1 holds for any relational query language that is BP-complete [Chandra and Harel 1980; Van Gucht 2009]. Thus, for example, the definability problem for Datalog is also GI-complete, for which the input of this problem is an instance $I$ and a relation $R$, and the question to answer is whether there exists a Datalog program that evaluated over $I$ produces $R$.

In the rest of this section, we concentrate on proving Theorem 4.1.

### 4.1. Proof of Theorem 4.1

The GI-hardness of FO-Def is shown via a polynomial-time Turing reduction from Aut-1-AFP; the inclusion of FO-Def in GI is shown via a polynomial-time Turing reduction to Rel-Iso. Recall that these problems were defined in Section 2, and that they are both known to be GI-complete [Zemlyachenko et al. 1985; Lubiw 1981].
In order to motivate the proof of the inclusion of FO-DEF in GI, consider the following algorithm for FO-Def using an oracle for Rel-Iso, which constitutes a failed attempt to show that FO-Def $\leq_{T}^{p}$ Rel-Iso. On input $(I, R)$, with $\operatorname{arity}(R)=n$, we wish to show the existence of a function $f \in \operatorname{Aut}(I)$ for which there is a tuple $t \in R$ such that
$f(t)=s$ and $s \notin R$ (note that $\left.s \in \operatorname{adom}(I)^{n}\right) .^{1}$ This scenario can be restated in the following way: does there exist a tuple $t \in R$, a bad tuple $s \in \operatorname{adom}(I)^{n} \backslash R$, and an automorphism $f \in \operatorname{Aut}(I)$ such that $f(t)=s$ ? Then, for every $t=\left(a_{1}, \ldots, a_{n}\right) \in R$ and $s=\left(b_{1}, \ldots, b_{n}\right) \in \operatorname{adom}(I)^{n} \backslash R$, the procedure builds the relational instances $I_{1}$ and $I_{2}$ from $I$ by marking, for every $i \in[1, n]$, the pair $a_{i}, b_{i}$ in such a way that any isomorphism from $I_{1}$ to $I_{2}$ must map $a_{i}$ to $b_{i}$ (these markings can be achieved by placing $a_{i}$ and $b_{i}$ in fresh unary relations). We then consult the Rel-Iso oracle with input ( $I_{1}, I_{2}$ ) to decide whether such an isomorphism exists.

Example 4.3. Consider the pair ( $I, R$ ) from Examples 2.1 and 3.1. In order to decide whether $(I, R)$ is definable, we iterate over every tuple in, the only such tuple being $t=(\mathrm{John})$. For this fixed $t$, we iterate over all possible bad tuples $s \in \operatorname{adom}(I) \backslash R$. Upon reaching the case $s=$ (Ada), we build the following instances:
-We first create a fresh relation name Fresh such that $\operatorname{arity}($ Fresh $)=\operatorname{arity}(R)=1$.
-We prepare an instance $I_{1}$ over the relational schema \{Person, Knows, Fresh\} such that Person ${ }^{I_{1}}=$ Person $^{I}$, Knows $^{I_{1}}=$ Knows $^{I}$, and $\operatorname{Fresh}^{I_{1}}=\{(\mathrm{John})\}$.
-We prepare an instance $I_{2}$ over the relational schema \{Person, Knows, Fresh\} such that Person ${ }^{I_{2}}=$ Person $^{I}$, Knows $^{I_{2}}=$ Knows $^{I}$, and Fresh ${ }^{I_{2}}=\{($ (Ada $)\}$.
We now call a Rel-Iso oracle with input ( $I_{1}, I_{2}$ ) in order to decide whether there is an isomorphism from $I_{1}$ to $I_{2}$. Note that, with the addition of the Fresh ${ }^{I}$ relation, we are actually asking whether there is an automorphism of $I$ that maps John to Ada. The oracle will respond true, which will serve as a witness to the nondefinability of $(I, R)$, whereby we return false.

The previous algorithm does not constitute a proof that FO-Def $\leq_{T}^{p}$ Rel-Iso due to the fact that there are exponentially many bad tuples $s \in \operatorname{adom}(I)^{n} \backslash R$ to be checked. This problem can be avoided by considering an incremental characterization of the first-order definability problem, which we turn to now.

Lemma 4.4. Let $I$ be an instance of a relational schema $\mathbf{R}$ and $R$ a relation of arity $n$ such that $\operatorname{adom}(R) \subseteq \operatorname{adom}(I)$. Given $f \in \operatorname{AuT}(I), f$ is not an automorphism of $R$ if and only if there exists a tuple $t \in R$ and an integer $i \in[0, n-1]$ such that
(1) $f\left(\pi_{\leq i}(t)\right) \in \pi_{\leq i}(R)$,
(2) $f\left(\pi_{\leq i+1}(t)\right) \notin \pi_{\leq i+1}(R)$.

Intuitively, $f$ is not an automorphism of $R$ if there is a tuple $t \in R$ for which $f(t) \notin R$; however, we can refine this notion by finding the column $i$ such that $f$ maps $t$ correctly in the $i^{\text {th }}$ prefix (condition (1)), but fails to map $t$ correctly for the $(i+1)^{\text {th }}$ prefix (condition (2)).

Proof of Lemma 4.4. Let $I$ be an instance of a relational schema $\mathbf{R}$ and $R$ a relation of arity $n$ such that $\operatorname{adom}(R) \subseteq \operatorname{adom}(I)$. The following is a well-known characterization of the notion of automorphism of a relation.

Claim 1. $f \in \operatorname{Aut}(I)$ is not an automorphism of $R$ if and only if there exists a tuple $t \in R$ such that $f(t) \notin R$.
To prove the direction $(\Rightarrow)$ of the lemma, we assume that $f$ is not an automorphism of $R$. In that case, we know by Claim 1 that there is a tuple $t_{0} \in R$ such that $f\left(t_{0}\right) \neq t$ for

[^1]every $t \in R$. Then, for every $t \in R$, define $k_{t}$ as the minimum element of the set
$$
\left\{i \in[1, n] \mid f\left(\pi_{i}\left(t_{0}\right)\right) \neq \pi_{i}(t)\right\} .
$$

That is, $k_{t}$ represents the leftmost column for which $f$ fails to map $t_{0}$ to $t$. With the previous, define

$$
i_{0}=\left(\max _{t \in R} k_{t}\right)-1
$$

Then, we have that $i_{0}$ satisfies the conditions stated in the lemma:
(1) Let $t^{\prime}=\operatorname{argmax}_{t \in R} k_{t}$. Then, by definition of $i_{0}$ and $t^{\prime}$, we have that $f\left(\pi_{\leq i_{0}}\left(t_{0}\right)\right)=$ $\pi_{\leq i_{0}}\left(t^{\prime}\right)$ (whereby $f\left(\pi_{\leq i_{0}}\left(t_{0}\right)\right) \in \pi_{\leq i_{0}}(R)$ ).
(2) Let $t^{\prime \prime} \in R$. Then, by definition of $i_{0}$, we have that $f\left(\pi_{\leq i_{0}+1}\left(t_{0}\right)\right) \neq \pi_{\leq i_{0}+1}\left(t^{\prime \prime}\right)$. As $t^{\prime \prime}$ is arbitrary, this implies that $f\left(\pi_{\leq i_{0}+1}(t)\right) \notin \pi_{\leq i_{0}+1}(R)$.

For the direction $(\Leftarrow)$, assume that there exists tuple $t \in R$ and integer $i \in[0, n-1]$ such that items (1) and (2) hold. In particular, item (2) implies that $f(t) \notin R$, whereby $f$ is not an automorphism of $R$ by Claim 1 .

We finally have all the necessary ingredients to prove Theorem 4.1.
Proof of Theorem 4.1 We first show that FO-Def $\in$ GI by determining that FO-Def $\leq_{T}^{p}$ Graph-Iso. We use the result of Lemma 4.4 to produce Algorithm 1, a deterministic polynomial-time algorithm that uses an oracle for the Rel-Iso decision problem.
Let $I$ be a relational instance and $R$ a relation $\operatorname{such}$ that $\operatorname{arity}(R)=n$, and assume that $\operatorname{adom}(R) \subseteq \operatorname{adom}(I)$. On input ( $I, R$ ), Algorithm 1 proceeds in a similar way as the naïve algorithm described at the beginning of this section, but trying to show the existence of a function $f \in \operatorname{AuT}(I)$ that fails as an automorphism of $R$ in a specific column of $R$. More precisely, Algorithm 1 starts by picking the values of $i$ and $t$ in its first two loops, which will be used as stated in Lemma 4.4 to show that a function $f \in \operatorname{Aut}(I)$ is not an automorphism of $R$. As $f\left(\pi_{\leq i}(t)\right)$ must be a tuple in $\pi_{\leq i}(R)$ according to Lemma 4.4, there must exist a tuple $s \in R$ such that $f\left(\pi_{\leq i}(t)\right)=\pi_{\leq i}(s)$. This tuple is chosen in the third loop of the algorithm. In addition, given that $f\left(\pi_{\leq i+1}(t)\right) \notin \pi_{\leq i+1}(R)$ according to Lemma 4.4, then it must be the case that $f\left(\pi_{i+1}(t)\right) \neq \pi_{i+1}(s)$. But, in fact, for every tuple $r \in R$ such that $\pi_{\leq i}(r)=\pi_{\leq i}(s)$, it must be the case that $f\left(\pi_{i+1}(t)\right) \neq \pi_{i+1}(r)$; otherwise, $f\left(\pi_{\leq i+1}(t)\right)$ would be a tuple in $\pi_{\leq i+1}(R)$. The set BadElements contains all the possible values $a$ for $f\left(\pi_{i+1}(t)\right)$ that make $f\left(\pi_{i+1}(t)\right)$ to satisfy this condition. Thus, in its innermost loop, Algorithm 1 picks a value $a \in$ BadElements, and makes the call CheckForIso ( $I, t, s, i, a$ ) to check whether there exists an automorphism $f$ of $I$ such that $f\left(\pi_{\leq i}(t)\right)=\pi_{\leq i}(s)$ and $f\left(\pi_{i+1}(t)\right)=a$. If this is the case, then Algorithm 1 knows that $f \in \operatorname{Aur}(I)$ and $f$ is not an automorphism of $R$; thus, it returns false. Otherwise, after trying all possibilities for $i, t, s$ and $a$, Algorithm 1 knows by Lemma 4.4 that every automorphism of $I$ is an automorphism of $R$; thus, it returns true.
To check whether there exists an automorphism $f$ of $I$ such that $f\left(\pi_{\leq i}(t)\right)=\pi_{\leq i}(s)$ and $f\left(\pi_{i+1}(t)\right)=a$, function CheckForIso generalizes the approach given in Example 4.3, and uses an oracle for the Rel-Iso decision problem (in its penultimate line). More precisely, this function starts by creating two copies $I_{1}$ and $I_{2}$ of $I$. Then, it adds to $I_{1}$ the fresh facts $R_{1}\left(\pi_{1}(t)\right), \ldots, R_{i}\left(\pi_{i}(t)\right), R_{a}\left(\pi_{i+1}(t)\right)$, and it adds to $I_{2}$ the fresh facts $R_{1}\left(\pi_{1}(s)\right), \ldots, R_{i}\left(\pi_{i}(s)\right), R_{a}(a)$. Finally, it calls the oracle to verify whether there exists an isomorphism from $I_{1}$ to $I_{2}$, which represents an automorphism of $I$ satisfying the aforementioned conditions, as it has to map $\pi_{j}(t)$ to $\pi_{j}(s)(1 \leq j \leq i)$ and $\pi_{i+1}(t)$ to $a$.

```
ALGORITHM 1: Algorithm for Deciding First-Order Logic Definability
Input: Relational instance \(I\), relation \(R\) with \(\operatorname{arity}(R)=n\).
Output: true if adom \((R) \subseteq \operatorname{adom}(I)\) and every automorphism of \(I\) is also an automorphism of
                \(R\), and false otherwise.
if \(\operatorname{adom}(R) \nsubseteq\) adom \((I)\) then
    return false
end
for \(i=0\) to \(n-1\) do
    foreach \(t \in R\) do
        foreach \(s \in R\) do
                BadElements \(\leftarrow\left\{a \in \operatorname{adom}(I) \mid \forall r \in R:\right.\) if \(\pi_{\leq i}(r)=\pi_{\leq i}(s)\), then \(\left.\pi_{i+1}(r) \neq a\right\}\);
                foreach \(a \in\) BadElements do
                    if CheckForIso ( \(I, t, s, i, a\) ) then
                                return false
                    end
                end
            end
    end
end
return true
Function CheckForIso ( \(I, t, s, i, a\) )
Input: Relational instance \(I, n\)-ary tuples \(t\) and \(s\), values \(i \in[0, n]\) and \(a \in \operatorname{adom}(I)\).
Output: true if there exists an automorphism \(f\) of \(I\) such that \(f\left(\pi_{\leq i}(t)\right)=\pi_{\leq i}(s)\) and \(f\left(\pi_{i+1}(t)\right)=a\), and false otherwise.
\(\mathbf{R} \leftarrow\) Relational schema of \(I\);
\(\mathbf{R}^{\star} \leftarrow \mathbf{R} \cup\left\{R_{1}, \ldots, R_{i}, R_{a}\right\}\), where each \(R_{j}(1 \leq j \leq i)\) and \(R_{a}\) are fresh unary relation names;
\(I_{1} \leftarrow\) empty instance of \(\mathbf{R}^{\star}\);
\(I_{2} \leftarrow\) empty instance of \(\mathbf{R}^{\star}\);
foreach \(R \in \mathbf{R}\) do
\(R^{I_{1}} \leftarrow R^{I}\);
\(R^{I_{2}} \leftarrow R^{I} ;\)
end
for \(j=1\) to \(i\) do
\(R_{j}^{I_{1}} \leftarrow\left\{\left(\pi_{j}(t)\right)\right\} ;\)
\(R_{j}^{I_{2}} \leftarrow\left\{\left(\pi_{j}(s)\right)\right\} ;\)
end
\(R_{a}^{I_{1}} \leftarrow\left\{\left(\pi_{i+1}(t)\right)\right\} ;\)
\(R_{a}^{I_{2}} \leftarrow\{(a)\} ;\)
if there exists an isomorphism from \(I_{1}\) to \(I_{2}\) (i.e., \(\left(I_{1}, I_{2}\right) \in\) REL-Iso) then return true;
else return false;
```

Example 4.5. Continuing with Examples 2.1 and 3.1, now consider the definability problem for the pair ( $I, T$ ), where $I$ is defined as in Example 2.1 and $T$ is the following relation:

| $T$ |  |  |
| :--- | :---: | :---: |
| John | Dana | John |
| Ada | Dana | John |

In this case, for $i=0$, the algorithm will not find any automorphism of $I$ that fails to be an automorphism of $\pi_{1}(T)$. In fact, the only nontrivial automorphism of $I$ is the one that maps John $\rightarrow$ Ada, Ada $\rightarrow$ John, Dana $\rightarrow$ Dana, and Peter $\rightarrow$ Peter, and
this one maps $T$ correctly up to column $i=1$. Similarly, for $i=1$, we have that the only nontrivial automorphism of $I$ is also an automorphism of $\pi_{\leq 2}(T)$; thus, again, the algorithm will not find the witness automorphism. For value $i=2$, consider the iteration step at which $t=$ (John, Dana, John) and $s=$ (Ada, Dana, John). Then, we have that

$$
\text { BadElements }=\{\text { Ada }, \text { Dana, Peter }\} .
$$

We now iterate over the elements of BadElements. For $a=$ Ada, we build instances $I_{1}$ and $I_{2}$, as follows. For $I_{1}$, we have that Person ${ }^{I_{1}}=\operatorname{Person}^{I}$ and Knows ${ }^{I_{1}}=$ Knows $^{I}$, and we add the fresh facts:

$$
\frac{\mathrm{T}_{1}^{I_{1}}}{\operatorname{John}\left(=\pi_{1}(t)\right)} \quad \frac{\mathrm{T}_{2}^{I_{1}}}{\operatorname{Dana}\left(=\pi_{2}(t)\right)} \quad \frac{\mathrm{T}_{a}^{I_{1}}}{\operatorname{John}\left(=\pi_{3}(t)\right)}
$$

For $I_{2}$, we have that Person ${ }^{I_{2}}=$ Person $^{I}$ and Knows ${ }^{I_{2}}=$ Knows ${ }^{I}$, and that

$$
\frac{\mathrm{T}_{1}^{I_{2}}}{\text { Ada }\left(=\pi_{1}(s)\right)} \quad \frac{\mathrm{T}_{2}^{I_{2}}}{\text { Dana }\left(=\pi_{2}(s)\right)} \quad \frac{\mathrm{T}_{a}^{I_{1}}}{\text { Ada }(=a)} .
$$

Then, we have that $I_{1}$ and $I_{2}$ are, in fact, isomorphic, whereby the ReL-Iso will return true. Therefore, as a witness has been found, the algorithm returns false.

Algorithm 1 runs in polynomial time in the size of the input, assuming that every call to the subroutine for the Rel-Iso decision problem takes constant time (i.e., assuming that Algorithm 1 has access to an oracle for the Rel-Iso decision problem). More precisely, let $|S|$ be the number of elements in a set $S$, and recall that $n=\operatorname{arity}(R)$. Then, the outer loops of Algorithm 1 complete at most $|R|^{2} \times n$ iterations. For each of these iterations, the set BadElements is computed in polynomial time, as at most |adom $(I) \mid$ candidate elements $a$ are tested, in which case, for each element $a$, the condition defining the set BadElements can be checked in polynomial time on $|R|, i \leq n$ and $|\operatorname{adom}(I)|$. Moreover, as to the subroutine CheckForIso, it builds the relational instances $I_{1}$ and $I_{2}$ in polynomial time as well.
From this discussion, the fact that Rel-Iso $\in \mathbf{G I}$ and the transitivity of polynomialtime Turing reductions, we conclude that FO-Def $\leq_{T}^{p}$ Graph-Iso, whereby FO-Def $\in$ GI.

We will now show that FO-Def is GI-hard by showing that Aut-1-AFP $\leq_{T}^{p}$ FO-Def (we actually show a many-to-one reduction to the complement of FO-Def, which is a stronger result than we need). Given a graph $G=(V, E)$ and a node $v \in V$, build a relational instance $I$ with only one relation $E$ copying the edge relation of $G$. Finally, build the relation $R$ in the following way: $R^{I}=\{(v)\}$, that is, $R$ has arity 1 and only contains one tuple with the distinguished node $v$. Note that, as built, an automorphism $f$ of $I$ that is not an automorphism of $R$ will be such that $f(v) \neq v$. Thus, we have that $(G, v) \in$ Aut-1-AFP if and only if $(I, R) \notin$ FO-Def. Hence, given that $(I, R)$ can be constructed in polynomial time from ( $G, v$ ), we conclude that the problem Aur-1-AFP can be solved in polynomial time by using an oracle for FO-Def.
We therefore conclude that Aut-1-AFP $\leq_{T}^{p}$ FO-Def, whereby FO-Def is GIcomplete.

## 5. PRACTICAL CONSIDERATIONS AND POSSIBLE EXTENSIONS

Having established the exact complexity of the first-order logic definability problem, we now turn to possible variations of the problem and practical considerations. The definability problem, while of great theoretical interest, should be considered in the broader context of database research. As was mentioned in the introduction, the definability problem provides a common basis for research in reverse engineering [Tran et al. 2009; Zhang et al. 2013], querying by example [Abouzied et al. 2013; Bonifati
et al. 2014a], view definitions [Sarma et al. 2010], and so on. In fact, FO-Def may be interpreted as a basic query reverse-engineering scenario, in which a user who has access to a dataset and an answer relation needs to discover the query (first-order query, in this case) that produced such an answer over the data. A natural extension of this scenario is one in which we must fit several such examples source-target pairs [Fletcher et al. 2009], which we discuss in Section 5.1. Such scenarios find applications in areas such as schema matching and data integration [Bilke and Naumann 2005; Gottlob and Senellart 2010; Qian et al. 2012; ten Cate et al. 2013]. In each of these areas, it may be interesting to explore the consequences of the graph-isomorphism-based approach to the definability problems presented here.
In terms of practical implementations of FO-Def itself, an algorithm for FO-Def whose efficiency depends on an external subroutine for the graph isomorphism problem-a heavily studied problem in its own right-comes with several benefits for optimization. Not only can we now tap into the power of highly optimized graphisomorphism [Read and Corneil 1977; Arvind and Torán 2005; Torán and Wagner 2009; Köbler et al. 1993; Piperno 2008; McKay and Piperno 2014; Babai 2015], we can also consider all restrictions on the input graphs that produce efficiently solvable versions of the graph-isomorphism problem, and inherit those benefits in our FO-Def implementations (e.g., see Grohe [2011, 2012]).
As a final consideration, in Section 5.2, we comment on the use of constants in the queries. Although we will see that unrestricted constants results in an uninteresting problem, a more restricted use of constants may have practical applications that make this case worth looking into.

### 5.1. The BP-Pairs Problem

Expanding on the definability problem as a reverse engineering scenario, where a query must be obtained to match a source-target (relational instance-relation) pair, the situation where several such pairs are given is represented by the following decision problem:

BP-PAIRS $=\left\{\left(\left(S_{1}, T_{1}\right), \ldots,\left(S_{k}, T_{k}\right)\right) \mid S_{1}, T_{1}, \ldots S_{k}, T_{k}\right.$ are relations and there exists a first-order query $Q$ such that for every $\left.i \in[1, k]: Q\left(S_{i}\right)=T_{i}\right\}$.

In Fletcher et al. [2009], it was shown that $\overline{\text { Graph-Iso }} \leq_{m}^{p}$ BP-Pairs, that is, there exists a polynomial-time many-to-one reduction from Graph-Iso to BP-Pairs (this was referred to as cograph-isomorphism-hardness in Fletcher et al. [2009]). Moreover, it was also shown in Fletcher et al. [2009] that BP-Pairs $\in$ coNP. A corollary of the first result is that BP-Pairs is GI-hard, as a many-to-one reduction also constitutes a Turing reduction (the GI-hardness of BP-Pairs can be alternatively derived using the results from Section 4). The key insight regarding this generalized version of the definability problem is its semantic characterization: an input $\left(\left(S_{1}, T_{1}\right), \ldots,\left(S_{k}, T_{k}\right)\right)$ is in BP-Parrs if and only if (i) for every $i \in[1, k]$, we have $\operatorname{adom}\left(T_{i}\right) \subseteq \operatorname{adom}\left(S_{i}\right)$; and (ii) for every $i, j \in[1, k]$, we have that if $f$ is an isomorphism from $S_{i}$ to $S_{j}$, then it is also an isomorphism from $T_{i}$ to $T_{j}$ [Fletcher et al. 2009].

Algorithm 1 can be adapted to solve this decision problem as well, leading to the following:

Theorem 5.1. BP-Pairs $\in \mathbf{G I}$.
The previous result, along with the GI-hardness of BP-PAirs, as proven in Fletcher et al. [2009], gives the following result:

Corollary 5.2. BP-Pairs is GI-complete.

The previous corollary establishes the exact complexity of BP-PAIRS, thus closes a problem that was left open in Fletcher et al. [2009].

In order to prove Theorem 5.1, consider the following extension of Lemma 4.4:
Lemma 5.3. Let $S_{1}, S_{2}, T_{1}, T_{2}$ be relations such that $\operatorname{adom}\left(T_{i}\right) \subseteq \operatorname{adom}\left(S_{i}\right)$ for $i \in$ [1, 2]. Given an isomorphism $f$ from $S_{1}$ to $S_{2}, f$ is not an isomorphism from $T_{1}$ to $T_{2}$ if and only if there exists a tuple $t \in T_{1}$ and an integer $i \in[0, n-1]$ such that:
(1) $f\left(\pi_{\leq i}(t)\right) \in \pi_{\leq i}\left(T_{2}\right)$,
(2) $f\left(\pi_{\leq i+1}(t)\right) \notin \pi_{\leq i+1}\left(T_{2}\right)$.

The proof of this lemma is very similar to that of Lemma 4.4, thus has been omitted. With this result, an algorithm analogous to that shown in Section 4.1 is used to prove Theorem 5.1.

### 5.2. Including Constants in the Definability Problem

As mentioned previously, FO-Def considers the existence of a first-order logic query without constants. Let FO-Def-Const be the decision problem consisting of pairs ( $I, R$ ) such that there exists a first-order query with constants $Q$ such that $Q(I)=R$. Then, FO-Def-Const can be decided in polynomial time due to the fact that a pair $(I, R)$ will be included in FO-Def-Const if and only if $\operatorname{adom}(R) \subseteq \operatorname{adom}(I)$. It is evident that this problem has become uninteresting, as a query can always be found with the sole exception that a first-order query may not introduce new constants into the answer. The actual reverse-engineered query $Q$ such that $Q(I)=R$ is not very informative, though; given an input $(I, R)$ such that $\operatorname{adom}(R) \subseteq \operatorname{adom}(I)$ and $\operatorname{arity}(R)=n$, the proof of FO-Def-Const $\in \mathbf{P}$ constructs a query $Q$ of the form $\left\{\left(x_{1}, \ldots, x_{n}\right) \mid \bigvee_{t \in R} Q_{t}\left(x_{1}, \ldots, x_{n}\right)\right\}$, where, for a tuple $t=\left(a_{1}, \ldots, a_{n}\right)$ in $R$, the query $Q_{t}\left(x_{1}, \ldots, x_{n}\right)$ is the expression $\bigwedge_{i \in[1, n]} x_{i}=a_{i}$. This query is fine tuned to the specific pair $(I, R)$ and does not shed light on the original unknown query which might have produced this pair. In fact, this query becomes useless if some constants in the input $(I, R)$ are renamed thus, it is an example of overfitting.
A more restricted, and useful, use of constants is formalized in the following problem: FO-Def-Const-S $=\{(I, R, C)\} \mid I$ is a relational instance, $R$ is a relation, $C$ is a set of constants, and there exists a first-order query $Q$, which may mention constants in $C$ only, such that $Q(I)=R\}$. This extension of FO-Def is GI-complete. To see this, note that FO-Def $\leq_{m}^{p}$ FO-Def-Const-S is trivial (by setting $C=\emptyset$ ), and that FO-Def-Const-S $\leq_{m}^{p}$ FO-Def admits a simple proof as well. On input ( $I, R, C$ ) to FO-Def-Const-S, construct an instance ( $I^{\prime}, R^{\prime}$ ) to FO-Def by encoding the constants in $C$ into the instance $I^{\prime}$, using singleton relations. More precisely, set $R^{\prime}=R$ and let $I^{\prime}$ have all the relations in $I$ plus a unary singleton relation $C_{i}=\left\{\left(c_{i}\right)\right\}$ for each constant $c_{i} \in C$. The previous arrangement for ( $I^{\prime}, R^{\prime}$ ) allows constants to be referred to indirectly by using the expression $C_{i}(x)$ in a first-order query, as it will be true only when $x$ is assigned to $c_{i}$.
As a more elaborate-and interesting-setting, consider the problem FO-Def-Const- $\leq=\left\{\left(I, R, 0^{n}\right) \mid I\right.$ is a relational instance, $R$ is a relation, and $n$ is a natural number, such that there exists a first-order query $Q$ that mentions at most $n$ distinct constants, and $Q(I)=R\}$. Note that the input $n$ in FO-Def-Const- $\leq$ is encoded in unary as a string of 0 s of length $n$. Although FO-Def-Const- $\leq$ remains GI-hard (set $n=0$ in a Turing reduction), it is no longer obviously in GI. Actually, FO-Def-Const- $\leq \in \mathbf{N P}^{\text {GI }}$, as a nondeterministic polynomial-time algorithm, may guess a set $C$ of $n$ constants and use an oracle for the FO-Def-Const-S problem. The question remains, then, whether FO-Def-Const- $\leq$ is in GI.

Finally, consider the case in which the queries have access to a linear order over the constants in the relational instance, which exhibits underlying similarities
to the unrestricted constants case FO-Def-Const. Formally, consider the problem FO-Def-Lin $=\{(I, R) \mid I$ to be a relational instance having a binary relation $<$ which is a linear order over all elements in adom $(I), R$ is a relation, and there exists a first-order query $Q$ such that $Q(I)=R\}$. In the presence of the linear order, and using the semantic characterization, the only automorphism of $I$ is the identity (i.e., the function $h(x)=x$ ), which is trivially also an automorphism of $R$. Hence, in this case, an algorithm must ensure only that $\operatorname{adom}(R) \subseteq \operatorname{adom}(I)$ to check whether $(I, R) \in$ FO-Def-Lin, which may be completed in polynomial time. Therefore, FO-Def-Lin $\in \mathbf{P}$ and, once again, the problem becomes trivial. Moreover, this is also an example of over-fitting, as every element in $I$ can be identified by its position in the linear order, which is used as in the case of FO-Def-Const to define a query $Q$ such that $Q(I)=R$.

## 6. CONCLUSIONS

The first-order logic definability problem, FO-Def, and the generalized version, BP-Pairs, have been found to be GI-complete, thus closing two open problems in the database area. Two fundamental corollaries of these results are that FO-Def can be solved efficiently if the graph-isomorphism problem can be solved efficiently, and that FO-Def is not coNP-complete unless the polynomial hierarchy collapses to the second level. The incremental approach taken by the polynomial-time algorithm for FO-DEF with an oracle for the graph-isomorphism problem may prove applicable to other scenarios as well, and deserves further investigation.
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